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LDA 

Linear Discriminant Analysis (LDA) is one of the commonly used dimensionality 

reduction techniques in machine learning to solve more than two-class 

classification problems. It is also known as Normal Discriminant Analysis 

(NDA) or Discriminant Function Analysis (DFA). 

This can be used to project the features of higher dimensional space into lower-

dimensional space in order to reduce resources and dimensional costs. In this topic, 

"Linear Discriminant Analysis (LDA) in machine learning”, we will discuss the LDA 

algorithm for classification predictive modeling problems, limitation of logistic 

regression, representation of linear Discriminant analysis model, how to make a 

prediction using LDA, how to prepare data for LDA, extensions to LDA and much 

more. So, let's start with a quick introduction to Linear Discriminant Analysis (LDA) in 

machine learning. 

Although the logistic regression algorithm is limited to only two-class, linear 

Discriminant analysis is applicable for more than two classes of classification 

problems. 

Linear Discriminant analysis is one of the most popular dimensionality 

reduction techniques used for supervised classification problems in machine 

learning. It is also considered a pre-processing step for modeling differences in ML 

and applications of pattern classification. 

Whenever there is a requirement to separate two or more classes having multiple 

features efficiently, the Linear Discriminant Analysis model is considered the most 

common technique to solve such classification problems. For e.g., if we have two 

classes with multiple features and need to separate them efficiently. When we classify 

them using a single feature, then it may show overlapping. 

 



To overcome the overlapping issue in the classification process, we must increase the 

number of features regularly. 

Example: 

Let's assume we have to classify two different classes having two sets of data points 

in a 2-dimensional plane as shown below image: 

 

However, it is impossible to draw a straight line in a 2-d plane that can separate 

these data points efficiently but using linear Discriminant analysis; we can 

dimensionally reduce the 2-D plane into the 1-D plane. Using this technique, we can 

also maximize the separability between multiple classes. 

How Linear Discriminant Analysis (LDA) works? 

Linear Discriminant analysis is used as a dimensionality reduction technique in 

machine learning, using which we can easily transform a 2-D and 3-D graph into a 1-

dimensional plane. 

Let's consider an example where we have two classes in a 2-D plane having an X-Y 

axis, and we need to classify them efficiently. As we have already seen in the above 

example that LDA enables us to draw a straight line that can completely separate the 

two classes of the data points. Here, LDA uses an X-Y axis to create a new axis by 

separating them using a straight line and projecting data onto a new axis. 



Hence, we can maximize the separation between these classes and reduce the 2-D 

plane into 1-D. 

 

To create a new axis, Linear Discriminant Analysis uses the following criteria: 

o It maximizes the distance between means of two classes. 

o It minimizes the variance within the individual class. 

Using the above two conditions, LDA generates a new axis in such a way that it can 

maximize the distance between the means of the two classes and minimizes the 

variation within each class. 

In other words, we can say that the new axis will increase the separation between the 

data points of the two classes and plot them onto the new axis. 

 


