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ALEXNET 

Alexnet Architecture 

One thing to note here, since Alexnet is a deep architecture, the authors 

introduced padding to prevent the size of the feature maps from reducing 

drastically. The input to this model is the images of size 227X227X3. 

 

Convolution and Maxpooling Layers 

Then we apply the first convolution layer with 96 filters of size 11X11 with stride 

4. The activation function used in this layer is relu. The output feature map is 

55X55X96. 

In case, you are unaware of how to calculate the output size of  a convolution 

layer 



                          output= ((Input-filter size)/ stride)+1 

Also, the number of filters becomes the channel in the output feature map. 

Next, we have the first Maxpooling layer, of size 3X3 and stride 2. Then we get 

the resulting feature map with the size 27X27X96. 

After this, we apply the second convolution operation. This time the filter size is 

reduced to 5X5 and we have 256 such filters. The stride is 1 and padding 2. The 

activation function used is again relu. Now the output size we get is 27X27X256. 

Again we applied a max-pooling layer of size 3X3 with stride 2. The resulting 

feature map is of shape 13X13X256. 

Now we apply the third convolution operation with 384 filters of size 3X3 stride 1 

and also padding 1. Again the activation function used is relu. The output feature 

map is of shape 13X13X384. 

Then we have the fourth convolution operation with 384 filters of size 3X3. The 

stride along with the padding is 1. On top of that activation function used is relu. 

Now the output size remains unchanged i.e 13X13X384. 

After this, we have the final convolution layer of size  3X3 with 256 such filters. 

The stride and padding are set to one also the activation function is relu. The 

resulting feature map is of shape 13X13X256. 

So if you look at the architecture till now, the number of filters is increasing as we 

are going deeper. Hence it is extracting more features as we move deeper into 

the architecture. Also, the filter size is reducing, which means the initial filter was 

larger and as we go ahead the filter size is decreasing, resulting in a decrease in 

the feature map shape. 

Next, we apply the third max-pooling layer of size 3X3 and stride 2. Resulting in 

the feature map of the shape 6X6X256. 



Fully Connected and Dropout Layers 

 

After this, we have our first dropout layer. The drop-out rate is set to be 0.5. 

Then we have the first fully connected layer with a relu activation function. The 

size of the output is 4096. Next comes another dropout layer with the dropout 

rate fixed at 0.5. 

This followed by a second fully connected layer with 4096 neurons and relu 

activation. 

Finally, we have the last fully connected layer or output layer with 1000 neurons 

as we have 10000 classes in the data set. The activation function used at this 

layer is Softmax. 

This is the architecture of the Alexnet model. It has a total of 62.3 million 

learnable parameters. 
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