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Recurrent Neural Network(RNN) 
 

 

  Recurrent Neural Network(RNN) is a type of Neural Network where the output 

from the previous step is fed as input to the current step. In traditional neural networks, 

all the inputs and outputs are independent of each other. Still, in cases when it is required 

to predict the next word of a sentence, the previous words are required and hence there 

is a need to remember the previous words. Thus RNN came into existence, which solved 

this issue with the help of a Hidden Layer. The main and most important feature of RNN 

is its Hidden state, which remembers some information about a sequence. The state is 

also referred to as Memory State since it remembers the previous input to the network. It 

uses the same parameters for each input as it performs the same task on all the inputs or 

hidden layers to produce the output. This reduces the complexity of parameters, unlike 

other neural networks. 

Artificial neural networks that do not have looping nodes are called feed forward neural 

networks. Because all information is only passed forward, this kind of neural network is 

also referred to as a multi-layer neural network. 

Information moves from the input layer to the output layer – if any hidden layers are 

present – unidirectionally in a feedforward neural network. These networks are 

appropriate for image classification tasks, for example, where input and output are 

independent. Nevertheless, their inability to retain previous inputs automatically renders 

them less useful for sequential data analysis. 

 

Recurrent Neuron and RNN Unfolding 

The fundamental processing unit in a Recurrent Neural Network (RNN) is a Recurrent 

Unit, which is not explicitly called a “Recurrent Neuron.” This unit has the unique 

ability to maintain a hidden state, allowing the network to capture sequential 

dependencies by remembering previous inputs while processing. Long Short-Term 

Memory (LSTM) and Gated Recurrent Unit (GRU) versions improve the RNN’s 

ability to handle long-term dependencies. 

 

Types Of RNN 

There are four types of RNNs based on the number of inputs and outputs in the 

network. 

1. One to One  

2. One to Many  

3. Many to One  

4. Many to Many  

https://www.geeksforgeeks.org/tag/neural-network/
https://www.geeksforgeeks.org/artificial-neural-networks-and-its-applications/
https://www.geeksforgeeks.org/multi-layer-perceptron-learning-in-tensorflow/
https://www.geeksforgeeks.org/deep-learning-introduction-to-long-short-term-memory/
https://www.geeksforgeeks.org/deep-learning-introduction-to-long-short-term-memory/
https://www.geeksforgeeks.org/gated-recurrent-unit-networks/
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One to One  

This type of RNN behaves the same as any simple Neural network it is also known as 

Vanilla Neural Network. In this Neural network, there is only one input and one 

output.  

 

One To Many  

In this type of RNN, there is one input and many outputs associated with it. One of the 

most used examples of this network is Image captioning where given an image we 

predict a sentence having Multiple words.  

 

Many to One  

In this type of network, Many inputs are fed to the network at several states of the 

network generating only one output. This type of network is used in the problems like 

sentimental analysis. Where we give multiple words as input and predict only the 

sentiment of the sentence as output.  

 

Many to Many  

In this type of neural network, there are multiple inputs and multiple outputs 

corresponding to a problem. One Example of this Problem will be language translation. 

In language translation, we provide multiple words from one language as input and 

predict multiple words from the second language as output. 

 


