
Unit III – Dynamic Programming

• Dynamic Programming

– Computing a Binomial Coefficient 

– Warshall’s algorithm

– Floyd’s algorithm 

– Optimal Binary Search Trees 

– Knapsack Problem and Memory functions
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Floyd’s algorithm 

• Weighted connected graph – all pair shortest path

• Algorithm

• Time Complexity – O(n3)
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Optimal Binary Search Tree

Cost Matrix Root Matrix

C[i ,i-1] = 0 R[i, i] = i

C[i, i]    = 0 R[i, j] = k (min)

C[i, j] = formula
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Optimal 

Binary Search Tree
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