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## QUANTIZATION BY TRUNCATION AND ROUNDING

- In fixed point or floating point arithmetic the size of the result of an operation (Sum or Product) may be exceeding the size of binary used in the number system. In such cases the low order bits has to be eliminated in order to store the result
- The two methods of eliminating these low order bits are Truncation and Rounding. This process is also referred to as quantization via truncation and rounding
- The effect of rounding and truncation is to introduce an error whose value depends on the number of bits eliminated.


## QUANTIZATION STEPS

- The decimal numbers that are encountered as filter coefficients, Sum, Product, etc.... in DSP applications will lie in the range -1 to +1
- When " $B$ " bit binary is selected to represent the decimal numbers, then $2^{B}$ binary codes are possible. Hence the range of decimal numbers has to be divided in to $2^{B}$ steps and each step is represented by a binary code. Each step of decimal number is also called quantization step

$$
\text { Quantization step size, } \begin{aligned}
q & =\frac{R}{2^{B}}=\frac{1-(-1)}{2^{B}}=\frac{2}{2^{B}}=\frac{1}{2^{B}-2^{-1}} \\
& =\frac{1}{2^{B-1}}=\frac{1}{2^{b}}=2^{-b}
\end{aligned}
$$

Where, $R=$ Range of decimal number
$B=$ Size of binary including sign bit
$b=B-1=$ Size of binary excluding sign bit

- The truncation is the process of reducing the size of binary number (or reducing the number of bits in a binary number) by discarding all bits less significant than the least significant bit that is retained
- In the truncation of a binary number to b bits, all the less significant bits beyond $\mathrm{b}^{\text {th }}$ bit are discarded
- In fixed point number system there are three different types of number representation. The effect of truncation on positive numbers are same in all the three representations (because the format for positive number is same in all the three representations)


## TRUNCATION CHARACTERISTICS OF QUANTIZER

Two's Complement Quantizer

## One's Complement Quantizer




## TRUNC ATION

- The error due to truncation of negative number depends on the type of representation of the number
- Let $\mathrm{N}=$ Unquantized fixed point binary number
- $N_{t}=$ Fixed point binary number quantized by truncation
- The quantization error in fixed point number due to truncation is defined a


## Truncation Error $\mathbf{e}_{t}=\mathbf{N}_{\mathbf{t}}-\mathbf{N}$

- The truncation of a positive number results in a number that is smaller than the unquantized number. Hence the truncation error is always negative when positive number is trunacted

| Number and its <br> representation | Range of error when <br> truncated to b bits |
| :--- | :---: |
| Positive number | $-2^{-\mathbf{b}}<\mathrm{e} \leq 0$ |
| Sign - magnitude <br> negative number | $0 \leq e<2^{-\mathrm{b}}$ |
| One's complement <br> negative number | $0 \leq e<2^{-\mathrm{b}}$ |
| Two's complement <br> negative number | $-2^{-\mathrm{b}}<\mathrm{e} \leq 0$ |

- For the truncation of negative numbers represented in sign magnitude and one's complement format the error is always positive because the truncation basically reduces the magnitude of the numbers
- In the two's complement representation, the effect of truncation on a negative number is to increase the magnitude of the negative number and so the truncation error is always negative
- In floating point representation the mantissa of the number alone is truncated. The truncated error in a floating point number is proportional to the number being quantized


## TRUNCATION

- Let $\mathrm{N}_{\mathrm{f}}=$ Unquantized floating point binary number
- $\mathrm{N}_{\mathrm{tf}}=$ Truncated floating point binary number

$$
N_{t f}=N_{f}+N_{f} \varepsilon_{t}
$$

- Where $\varepsilon_{\mathrm{t}}$ - relative error due to truncation of a floating point binary number
- Relative error due to truncation is

$$
\varepsilon_{t}=N_{t f}-N_{f} / N_{f}
$$

- In truncation of binary number the range of error is known but the probability of obtaining an error within the range is not known

| Type of representation <br> for mantissa | Range of error when mantissa <br> is truncated to $\mathbf{b}$ bits |
| :--- | :---: |
| Two's complement <br> positive mantissa | $-2 \times 2^{-\mathbf{b}}<\varepsilon_{\mathbf{t}} \leq 0$ |
| Two's complement <br> negative mantissa | $0 \leq \varepsilon_{\mathbf{t}}<2^{-\mathbf{b}} \times 2$ |
| One's complement positive <br> and negative mantissa | $-2 \times 2^{-\mathbf{b}}<\varepsilon_{\mathbf{t}} \leq 0$ |
| Sign-magnitude positive <br> and negative mantissa | $-2 \times 2^{-\mathbf{b}}<\varepsilon_{\mathbf{t}} \leq 0$ |

QUANTIZ ATION NOISE PROB ABILITY DENSITY FUNCTIONS FOR TRUNC ATION

## Fixed Point Two's Complement



Fixed Point one's Complement


Floating Point Two's Complement


Floating Point one's Complement


- Rounding is the process of reducing the size of a binary number to finite word size of b-bits such that the rounded b-bit number is closest to the original unquantized number
- The rounding process consists of truncation and addition
- In rounding of a number of b-bits, first the unquantized number is truncated to b -bits by retaining the most significant b-bits. Then a zero or one is added to the least significant bit of the truncated number depending on the bit that is next to the least significant bit that is retained
- If the bit next to the least significant bit that is retained is zero then zero is added to the least significant bit of the truncated number
- If the bit next to the least significant bit that is retained is one then one is added to the least significant bit of the truncated number (Here adding one is called rounding up)
- The input-output characteristics of the quantizer used for rounding as shown. The quantization steps are marked on $y$-axis. The range of unquantized numbers are marked on x -axis

- Let $\mathrm{N}=$ Unquantized fixed point binary number
- $\mathrm{N}_{\mathrm{r}}=$ Fixed point binary number quantized by rounding
- The quantization error in fixed point number due to rounding is defined a


## Rounding Error $e_{r}=\mathbf{N}_{r}-\mathbf{N}$

- The range of error due to rounding for all the three formats (i.e., One's complement, Two's Complement and Sign - magnitude) of fixed point representation is same
- In fixed point representation the range of error made by rounding a number of $b$ bits is $-2^{-b} / 2 \leq e_{r} \leq 2^{-b} / 2$


## ROUNDING

- Let $\mathrm{N}_{\mathrm{f}}=$ Unquantized floating point binary number
- $\mathrm{N}_{\mathrm{rf}}=$ Rounding floating point binary number

$$
N_{r f}=N_{f}+N_{f} \varepsilon_{r}
$$

- Where $\varepsilon_{\mathrm{r}}$ - relative error due to rounding of a floating point binary number
- Relative error due to rounding is $\boldsymbol{\varepsilon}_{\mathrm{r}}=\mathbf{N}_{\mathrm{rf}}-\mathbf{N}_{\mathrm{f}} / \mathbf{N}_{\mathrm{f}}$
- The range of error due to rounding for all the three formats (i.e., One's complement, Two's Complement and Sign - magnitude) of the mantissa is same

Rounding Fixed Point
Rounding Floating Point
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