
Utility Theory 

Utility theory in artificial intelligence is a mathematical framework used to model decision-

making under uncertainty. It allows one to assign subjective values or preferences to different 

outcomes and helps make optimal choices based on these values. Utility theory is widely 

used in various AI applications such as game theory, economics, robotics, 

and recommendation systems, among others. 

At its core, utility theory helps AI systems make decisions that maximize a specific goal, 

referred to as utility. The concept of utility is subjective and varies from person to person or 

from system to system. It represents the degree of satisfaction associated with different 

outcomes. For example, in a recommendation system, the utility could describe the level of 

user satisfaction with a particular recommendation. In a robotics application, a utility could 

represent the cost or risk of different actions. 

Utility theory also provides a way to model decisions in uncertain or probabilistic 

environments, where the outcomes are associated with different probabilities. For example, 

in a game of poker, the utility of a particular action may depend on the probabilities of 

different cards being dealt to the player. We can use the utility function to calculate the 

expected utility of each action, which is the average utility weighted by the corresponding 

probabilities. The AI system can then choose the action with the highest expected utility. 

Utility Function 

A utility function is a mathematical function used in Artificial Intelligence (AI) to represent 

a system's preferences or objectives. It assigns a numerical value, referred to as utility, to 

different outcomes based on their satisfaction level. The utility function is a quantitative 

measure of the system's subjective preferences. It is used to guide decision-making in AI 

systems. An agent or system typically defines the utility function based on 

its goals, objectives, and preferences. It maps different outcomes to their corresponding 

utility values, where higher utility values represent more desirable outcomes. The utility 

function is subjective and can vary from one agent or system to another, depending on the 

specific context or domain of the AI application. 

The utility function plays a crucial role in decision-making in AI systems. It allows the AI 

system to compare and rank different outcomes or actions based on their utility values and 

choose the one with the highest utility. The choice of action with the highest utility depends 

on the system's objectives, as reflected in the utility function. 

Utility Function Representation (denoted by U) 

The utility function is typically denoted as 𝑈U. It is a mathematical function that takes as 

input the different features of an outcome and maps them to a real-valued utility value. We 

can represent the utility function mathematically as (𝑥)U(x), where 𝑥x represents the 

attributes or features of an outcome. How we define the utility function can vary depending 

on the application and the type of decision problem we are trying to solve. 

 



Decision Making 

One common approach in AI decision-making is to maximize the expected utility, which 

considers the probability of different outcomes occurring. The expected utility is calculated 

by multiplying the utility of each outcome by its corresponding probability and summing up 

the results. The AI system chooses the action with the highest expected utility as 

the optimal choice. 

Examples: 

1. Self-Driving Cars: In the self-driving cars application, the utility function may 

consider factors such as time taken, fuel consumption, safety, and comfort, and 

assign utility values to different routes based on these factors. The self-driving car can 

then use the utility values to calculate the expected utility of each route, taking into 

account the probabilities of different traffic conditions or road obstacles, and choose 

the route with the highest expected utility to reach the destination. 

2. Recommendation Systems: Consider a recommendation system that suggests 

movies to users based on their preferences. The utility function of the 

recommendation system may assign higher utility values to movies that match 

the user's preferred genre, actors, or directors and lower utility values to films that 

do not match these preferences. The recommendation system can then use the utility 

values to rank and recommend movies to the user based on their utility values, with 

higher utility movies being recommended more prominently. 

Utility theory 

Utility theory in artificial intelligence provides a formal framework for reasoning about 

decision-making under uncertainty. It is often used in AI systems to model decision-making 

in situations where outcomes are uncertain or probabilistic, and the AI system needs to make 

choices based on its preferences or subjective values. 

Lottery 

To understand the concept of utility theory in artificial intelligence, let's consider a simple 

example of a lottery. Suppose you are given the option to play a lottery with two choices: 

1. A guaranteed prize of $$100$ 

2. A 50% chance of winning $$200$ and a 50% chance of winning nothing 

Which option would you choose? Your decision depends on your risk tolerance, financial 

situation, and personal preferences. Utility theory provides a way to model and quantify 

these preferences mathematically using a utility function. 

Notation 

Let us define some basic notation commonly used in utility theory: 

 Let 𝑥x represent an outcome or option. 

 Let (𝑥)U(x) denote the utility function, which maps 𝑥x to its utility value. 



 Let (𝑥)p(x) denote the probability of outcome 𝑥x occurring. 

 Let [𝑈(𝑥)]E[U(x)] denote the expected utility of outcome 𝑥x, which is the sum of 

the utility values of all possible outcomes weighted by their respective probabilities. 

The [𝑈(𝑥)]E[U(x)] is calculated using the following expression: 

𝐸[𝑈(𝑥)]=∑𝑖𝑃(𝑥𝑖)⋅𝑈(𝑥𝑖)E[U(x)]=∑iP(xi)⋅U(xi) 

In this formula, the 𝐸[𝑈(𝑥)]E[U(x)] represents the expected utility of a decision or action, 

which is the sum of the product of the probability of each outcome 𝑥𝑖xi (denoted 

as 𝑃(𝑥𝑖)P(xi)) and its corresponding utility value (denoted as 𝑈(𝑥𝑖)U(xi)). The summation 

is taken over all possible outcomes 𝑖i. 

Information value 

Information value (IV) is a powerful tool in machine 

learning that is used to assess the predictive power of a 

given feature in a dataset. It is often used in credit scoring, fraud 

detection, and marketing applications. In this blog, we will explore 

the concept of information value in more detail and discuss how it 

can be used in machine learning. 

What is Information Value (IV)? 

Information Value (IV) is a measure of the predictive power of a 

given feature in a dataset. The IV is calculated by comparing the 

distribution of the feature values for the target variable (the variable 

to be predicted) against the distribution of the feature values for the 

non-target variable (the variable not to be predicted). The IV value 

for a feature can range from 0 to infinity, with higher values 

indicating stronger predictive power. 



The formula for calculating IV is: 

IV = ∑ (Good Distribution — Bad Distribution) * Weight of Evidence 

where, 

Good Distribution = Percentage of observations where the target 

variable is equal to 1 for a given feature value Bad Distribution = 

Percentage of observations where the target variable is equal to 0 for 

a given feature value Weight of Evidence = ln(Good 

Distribution/Bad Distribution) 

In this formula, the Good Distribution and Bad Distribution refer to 

the distribution of the target variable for the different values of the 

feature. The Weight of Evidence is the natural logarithm of the ratio 

of the Good Distribution to the Bad Distribution. 

How is Information Value used in Machine Learning? 

1. Feature Selection : 

Information Value is commonly used in feature selection, which 

is the process of identifying the most important features in a dataset. 

Features with higher IV values are generally considered to be more 

important in predicting the target variable. This is because a high IV 

value indicates a strong relationship between the feature and the 

target variable. 



After calculating the information value (IV) of a feature, it is 

common to categorize the IV value into different ranges to help 

interpret its usefulness as a predictor. There is no one definitive way 

to categorize IV values, but here is a commonly used categorization: 

 IV < 0.02: not useful for prediction 

 0.02 ≤ IV < 0.1: weak predictor 

 0.1 ≤ IV < 0.3: moderate predictor 

 0.3 ≤ IV < 0.5: strong predictor 

 IV ≥ 0.5: suspicious predictor 

It’s important to keep in mind that the usefulness of a feature as a 

predictor depends on the specific context of the problem being 

solved, and there may be cases where a feature with a low IV value is 

still useful for prediction. Additionally, the categorization above is 

just a guideline, and different practitioners may have different cut-

off values for what they consider a weak, moderate, or strong 

predictor. 

2. Identification of variables that may cause overfitting: 

In addition to feature selection, IV can also be used to identify 

features that may be causing overfitting in a model. 

Overfitting occurs when a model is too complex and captures noise 

in the data rather than the underlying patterns. Features with high 



IV values may be overfitting the model and should be carefully 

examined. 

A feature with a high IV value indicates that it has a strong 

predictive power on the target variable in the training data. 

However, if this feature does not generalize well to the testing data, 

it could be a sign of overfitting. In other words, if a feature has a 

high IV value in the training data but a low IV value in the testing 

data, it may be overfitting the training data and not generalizing well 

to new, unseen data. 

On the other hand, a feature with a moderate IV value that is 

consistent across both the training and testing data may be a more 

reliable predictor that is less likely to overfit the training data. 

Therefore, it is important to evaluate the IV values of features not 

only on the training data but also on the testing data to ensure that 

the selected features are not overfitting. If a feature has a high IV 

value in the training data but a low IV value in the testing data, it 

may be wise to consider removing that feature from the model. 

3. Variable Binning 

Another use case for IV is in variable binning, which is the 

process of grouping continuous variables into discrete categories. IV 

can be used to determine the optimal number of bins for a given 

feature. Features with high IV values may benefit from a larger 



number of bins, while features with low IV values may require fewer 

bins. 

Here are the steps to use IV in variable binning: 

1. Divide the continuous variable into a number of bins using a 

binning method, such as equal frequency or equal width. 

2. Calculate the IV value for each bin. This can be done using the 

same formula as for calculating the IV value of a single feature, 

but instead of calculating it for the whole feature, we calculate it 

for each bin. 

3. Identify bins with high IV values. Bins with high IV values have a 

strong predictive power on the target variable, and can be used 

as predictors in the predictive model. 

4. Merge adjacent bins with similar IV values. Bins with similar IV 

values may have a similar distribution of the target variable, and 

can be merged to create fewer bins with better predictive power. 

5. Evaluate the number and distribution of the resulting bins. The 

number of bins and their distribution should strike a balance 

between accuracy and simplicity. Too few bins may oversimplify 

the data, while too many bins may introduce noise and reduce 

the model’s predictive power. 

Applications of Information Value 



Here are a few examples to illustrate how information value (IV) can 

be used in machine learning: 

Example 1: Credit Scoring 

Credit scoring is one of the most common applications of IV in 

machine learning. In this use case, the goal is to predict the 

likelihood that a borrower will default on a loan. One of the key 

features in credit scoring is the borrower’s credit score. By 

calculating the IV for the credit score feature, lenders can determine 

how strongly it is related to the target variable (default/non-default). 

If the IV value is high, it indicates that the credit score is a strong 

predictor of default risk, and should be given more weight in the 

credit decision. On the other hand, if the IV value is low, the credit 

score may not be a very useful predictor, and other features should 

be considered. 

Example 2: Customer Churn Prediction 

Customer churn prediction is another area where IV is commonly 

used. In this scenario, the goal is to predict whether a customer is 

likely to cancel their subscription or stop doing business with a 

company. One of the key features in customer churn prediction is 

the customer’s purchase history. By calculating the IV for the 

purchase history feature, companies can determine how strongly it 

is related to the target variable (churn/non-churn). If the IV value is 

high, it indicates that the purchase history is a strong predictor of 

churn risk, and the company may want to focus on retaining 



customers with a certain type of purchase history. On the other 

hand, if the IV value is low, the purchase history may not be very 

useful for predicting churn, and other features should be considered. 

Example 3: Fraud Detection 

IV is also useful in fraud detection, where the goal is to identify 

transactions or behaviors that are likely to be fraudulent. One of the 

key features in fraud detection is the IP address of the transaction. 

By calculating the IV for the IP address feature, fraud detection 

systems can determine how strongly it is related to the target 

variable (fraud/non-fraud). If the IV value is high, it indicates that 

the IP address is a strong predictor of fraud risk, and the transaction 

may be flagged for further review. On the other hand, if the IV value 

is low, the IP address may not be very useful for predicting fraud, 

and other features should be considered. 

Drawbacks of Information Value : 

While information value (IV) is a useful metric for identifying the 

predictive power of features and selecting relevant features for a 

predictive model, there are certain scenarios where IV may not be 

the best approach. Here are a few situations where IV may not be 

appropriate: 

1. Non-linear relationships: IV assumes that the relationship 

between the feature and the target variable is linear. If there is a 

non-linear relationship between the feature and the target, then 



the IV calculation may not be accurate and other methods, such 

as non-linear regression, may be more appropriate. 

2. Imbalanced classes: IV may not be suitable when the target 

variable has imbalanced classes, where one class has a much 

smaller proportion of instances than the other. In this case, a 

more appropriate metric may be area under the receiver 

operating characteristic curve (AUC-ROC) or precision-recall 

curve (PRC). 

3. High cardinality features: IV may not work well with features 

that have a large number of unique values, such as text data or 

categorical features with many categories. In these cases, other 

methods, such as clustering or dimensionality reduction, may be 

more effective. 

4. Complex feature interactions: IV considers the predictive power 

of individual features in isolation. In cases where the relationship 

between features and the target variable is complex and involves 

interactions between features, other methods, such as decision 

trees or random forests, may be more appropriate. 

 

 

 


	Utility Theory
	Utility Function
	Utility Function Representation (denoted by U)
	Decision Making

	Utility theory
	Lottery
	Notation


