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Introduction

* A database consists of a huge amount of data. The data is grouped within a table

in RDBMS, and each table has related records.

What is a File?

A file is named a collection of related information that is recorded

on secondary storage such as magnetic disks, magnetic
tapes, and optical disks.
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File Organization

* logical relationships among various records that constitute the file,
particularly with respect to the means of identification and access to any

specific record.

* In simple terms, Storing the files in a certain order is called File

Organization.

* File Structure refers to the format of the label and data blocks and of any

logical control record.
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Types of File Organizations

Sequential File Organization

Heap File Organization

Hash File Organization

B+ Tree File Organization

Clustered File Organization

ISAM (Indexed Sequential Access Method)
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Sequential File Organization

The file is stored one after another in a sequential manner.

Pile File Method Sorted File Method
R1 | R3 | -----mm--- R5| R4
: = | TN Y T — R7 | R8
v | I L
Starting of The End of th Starting of The End of the s
File File File Eile New record
R1 | R3 | ~memmmeeee rs | ra R1 R2 | R3 | --==--- R7 | R8
.lr 1‘ R2 " ‘L
Starting of The End of the Starting of The End of The
File File New record File File
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Heap File Organization

works with data blocks.

records are inserted at the end of the file, into the data blocks.
No Sorting or Ordering is required in this method.

[f a data block is full, the new record is stored in some other block,
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Heap File Organization
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Hash File Organization

« Hashing is an efficient technique to directly search the location of desired data

on the disk without using an index structure.

* Data is stored at the data blocks whose address is generated by using a hash

function.

* The memory location where these records are stored is called a data block or

data bucket.
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* Data bucket - Data buckets are the memory locations where HaSh File O rganizatiﬂn

the records are stored. These buckets are also considered . .
Data Records Directories Buckets

-
.
-
e

Units of Storage.

Key Hash Index

Directory IDs

* Hash Function - The hash function is a mapping function | 102 | 1100110

that maps all the sets of search keys to the actual record | 107 | 1101011

address. Generally, the hash function uses the primary key to | 64 | 1000000
generate the hash index - the address of the data block. The | 109 | 1101101

hash function can be a simple mathematical function to any | 110 [ 1101110

complex mathematical function. Datatluckers s Memory )
vy Operations
* Hash Index-The prefix of an entire hash value is taken as a g, N .
Data Buckets . ° In se rtl on
hash index. Every hash index has a depth value to signify how Addeess:  HcwalDannilemory
Data Records . . S h .
many bits are used for computing a hash function. These bits N . earcning
ag <] S 106 James Delhi )
can address 2n buckets. When all these bits are consumed? 104 o . - 102 | Kathri | US * Deletion
then the depth value is increased linearly and twice the 106 . ™ 3 98 Alia UK o Updation
' e @ 104 | Jackso | China
buckets are allocated. -
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TYPES

Dynamic Hashing

h(D1) -> 1001
h(D2) -> 0101
h(D3) -> 1010

h(D1) -> 1001
h(D2) -> 0101
h(D3) -> 1010

D1 5
D2
D3 !
00
D1 01
D2
= 10
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STATIC HASHING

DYNAMIC HASHING
EEEEEEEEEEEEEEEEEEN
A hashing technique that

allows users to perform
lookups on a finalized
dictionary set (all objects in
the dictionary are final and
not changing)

Static Hashing vs Dynamic Hashing

A hashing technique in
which the data buckets are
added and removed

h. e h
dynamically and on demand
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Resultant data bucket

Data buckets change Static Mashing

address is always the same

Dyamic Hashing

depending on the records
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Less efficient More cfficient
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Tree File Organization

4
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Cluster File Organization

Indexed Clusters and Hash Clusters

EMPLOYEE DEPARTMENT ~ CSTER*
|
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ISAM -Indexed Sequential Access
Method

* A combination of sequential and indexed methods. Data is stored sequentially,

but an index is maintained for faster access.

* Think of it like having a bookmark in a book that guides you to specific pages.
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Hashing and Indexing

Data Blocks
| Data Buckets
Inner Index / Database
/ i Search Keys Ci+
QOuter Index Data Blocks
Inner Index 100 \ Java
./"’ BOE— Android
Inner Index \ - 102 s ~ i0s
Outer Index .\—- /
\ 103 VB
Data Blocks
Inner Index —— |
Perl

Data Blocks
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Query Processing Overview

O
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Steps in query processing
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